
Describing temperature increases in plasmon-resonant
nanoparticle systems

Michael P. Hoepfner Æ D. Keith Roper

Received: 14 November 2008 / Accepted: 4 March 2009 / Published online: 25 July 2009
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Abstract Plasmon-resonant nanoparticles are being

integrated into a variety of actuators, sensors and calo-

rimeters due to their extraordinary optical capabilities. We

show a continuum energy balance accurately describes

thermal dynamics and equilibrium temperatures in plas-

mon-resonant nanoparticle systems. Analysis of 18 data

sets in which temperature increased B10.6 �C yielded a

mean value of R2 [ 0.99. The largest single relative tem-

perature error was 1.11%. A characteristic temperature was

introduced into a linear driving force approximation for

radiative heat transfer in the continuum energy description

to simplify parameter estimation. The maximum percent

error of the linearized description rose to 1.5% for the 18

sets. Comparing the two descriptions at simulated tem-

perature increases up to 76.6 �C gave maximum relative

errors B7.16%. These results show for the first time that the

energy balance and its linearized approximation are

applicable to characterize dynamic and equilibrium tem-

peratures for sensors, actuators and calorimeters containing

nanoparticles in microfluidic and lab-on-chip systems over

a broad range of heat-transfer lengths, power inputs and

corresponding temperature increases.

Keywords Surface plasmon resonance (SPR) �
Nanoparticles (NP) � Optothermal photocalorimetry

Introduction

Applications of inorganic colloidal nanocrystals in sensing,

analysis and calorimetry are expanding rapidly due to new

methods that enable synthesis of nanocrystals at the scale

of biomolecules and allow derivatization to use nanocrys-

tals as biosensors and molecular probes. Gold (Au) nano-

particles have been used for DNA identification [1], to

discriminate polynucleotide base-pair changes by colorim-

etry [2] and to enhance Raman spectroscopy [3, 4]. Pump-

pulse laser spectroscopy has been applied to examine

transient electron dynamics of Au nanoparticles [5–7]. This

body of work showed incident resonant photons can be

dissipated as heat by way of surface plasmons on noble

metal surfaces of suspended nanoparticles or thin films.

Recently, the efficiency of converting incident laser light to

heat that was subsequently dissipated by nanoparticle

suspensions was measured using photocalorimetry [8].

The photocalorimetry data was analyzed by comparing

conduction, convection and radiation losses with resonant

photon energy used to irradiate thermally-isolated, colloidal-

gold nanoparticles in order to calculate the efficiency of

converting laser light to heat via surface plasmons. Deter-

mining the value of conversion efficiency allowed prediction

of transient thermal dynamics and steady-state equilibrium

temperature increases B10.6 �C for effective laser powers

between 1.0 and 16.3 mW and for characteristic heat transfer

lengths from 4.1 to 66.8 mm. Radiation, the predominant

mode of heat transfer at these conditions and a quartic

function of temperature [9], was linearized to estimate

heat transfer coefficients from the data. But the accuracy of

these descriptions were not evaluated and their applicability

to a broader range of conditions was not studied.

This study examines the suitability of applying a contin-

uum energy balance to analyze thermal dynamics and
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equilibrium temperatures obtained from heat dissipated by

surface plasmons in aqueous suspensions of irradiated

nanoparticles across a larger range of length scales, power

inputs and temperature increases that includes the previous

data. We evaluate the accuracy of employing a linearized

radiation term to characterize heat transfer for effective

power inputs ranging from 11.4 to 102.1 mW, and for char-

acteristic heat transfer lengths ranging from 1.5 to 393.6 mm.

These expanded parameter values produce temperature

increases from 3.0 to 76.6 �C. We introduce a characteristic

temperature into the linearized description that results in a

maximum temperature error B7.16%. These expressions

appear useful to analyze and predict local thermal dynamics

and equilibrium temperatures in a wide range of laser-

induced surface plasmon resonant heating structures in lab-

on-chips [10] and microfluidics. We demonstrate the utility

of these expressions by analyzing a sensor in which double-

stranded nucleic acid is cyclically denatured at 95 �C and

hybridized (annealed) at 55 �C using precise, local control of

temperature induced by plasmon-resonant particles [11].

Experiment

Experimental procedure

Photocalorimetric data was obtained by dissipating laser

light as heat using an aqueous suspension of nanoparticles

as previously described [8]. A schematic of the sample cell

can be found in Fig. 1, and the experimental setup is found

in Fig. 2. The temperature profile was then analyzed by

applying an overall energy balance to evaluate heat transfer

from the thermally isolated system.

Overall energy balance and linearization of radiation

The purpose of this study was to examine use of an overall

continuum energy balance to describe thermal dynamics

and temperature equilibria in plasmon resonant nanoparti-

cle systems.

System temperature change ¼ net heat in

thermal mass
ð1Þ

A primary aim was to quantify the error associated with

linearizing the radiative heat transfer term in the overall

energy balance. Convection was reduced to a negligible

amount by suspending the cell in a vacuum B1 Torr, leaving

only conductive and radiative heat transfer terms in the

energy balance. Rapid thermal equilibrium within the

nanofluid in the sample cell [8] yields the following

complete differential energy balance written in terms of

temperature:

dT

dt
¼ 1
P

mCP

�

gQI �
kAirASamp

LAir

ðT � TAmbÞ

�kTCATC

LTC

ðT � TAmbÞ � ASamperðT4 � T4
AmbÞ

� ð2Þ

where
P

mCP is the sum of the products of mass and

specific heat of glass, epoxy and aqueous suspension in the

sample cell, ki are thermal conductivities, Ai are surface

areas normal to heat transfer, Li are characteristic heat

transfer lengths between the sample and surrounding

surfaces at TAmb, ASamp is the surface area of the sample

cell, e is the surface emissivity, r is the Stefan-Boltzman

constant, T is sample cell temperature, and the term gQI

represents the fractional value of incident laser light

dissipated as heat in the cell. Subscripts i = Air and TC

denoted parameters for conduction via air molecules that

remained in the vacuum cell and via thermocouple wires,

respectively. Equation 2 was linearized using the form:

dT

dt
¼ 1
P

mCP

gQI � U T � TAmbð Þ½ � ð3Þ

where U is an overall heat transfer coefficient defined as:
Fig. 1 A schematic and dimensions of the sample cell filled with

gold nanoparticle colloid

Fig. 2 A schematic of the experimental setup. The energy was

provided by the Ar?-Ion laser. Temperature measured by a thermo-

couple was recorded by a digital thermometer
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U �
X

i

kiAi

Li
þ ASampre T2 þ T2

Amb

� �
T 0 þ TAmbð Þ ð4Þ

We introduce here a characteristic temperature, T0, which

is intermediate between TAmb and TEquil and is defined by:

T 0 � fDT TEquil þ ð1� fDTÞTAmb ð5Þ

where TEquil is the temperature at which the system equili-

brates for given values of gQI and LAir, and fDT is a fractional

relative difference between TAmb and TEquil which mini-

mizes the maximum relative error between Eqs. 2 and 3.

Criteria for evaluating error of linearized description

The first criterion for evaluating errors between measure-

ments, Eqs. 2, and 3 was the sum of squares of the errors,

ri, given by [12]:

ri ¼
X

Ti � TRefð Þ2 ð6Þ

where TRef is a reference temperature, subscript i denotes

the temperature predicted by either the complete model,

i = 2, or the linearized model, i = 3, and the sum is taken

over a complete data set that consists of one temperature

point per second for a period on the order of 103 s. The sum

squared error, ri, has units of K2.

The second criterion for evaluating the error between

Eqs. 2 and 3 was relative percent error, v, given by:

vi ¼
Ti � TRef

TRef

� 100 ð7Þ

where subscripts i and j are defined the same as in the sum

squared of errors.

A third criteria was used to evaluate the overall corre-

spondence between a description and a reference data sets.

It was the coefficient of determination, R2
i ¼ 1� ri

�

P

j

Tj � �TRef

� �2
, where �TRef is the mean of all the values of

the reference temperature, and Tj represents the individual

predicted temperatures of the model.

A minimum value obtained for the sum of squares of the

temperature errors, r2, was taken as the best fit when

parameters were estimated by fitting Eq. 2 to measured data.

For example, the value of characteristic heat transfer length,

LAir, for experimental data was determined by fitting Eq. 2

to measured photocalorimetric data using the cooling por-

tion of the temperature profile (where gQI = 0) in order to

minimize r2. The effective power input to the cell, gQI, was

then determined using the value of LAir derived from the

cooling curve by minimizing r2 for the heating portion of the

curve. When comparing Eqs. 3 and 2, the same values for

gQI, LAir, and other physical parameters were used. Differ-

ences in thermal dynamics and equilibrium temperatures

predicted by Eqs. 2 and 3 arose solely from the right-hand

term in Eq. 4 into which a characteristic value of T0 was

inserted. T0 was introduced in Eq. 5 and defined in terms of

an optimum fDT. The sum-squared temperature error, ri, in

Eq. 6 was used as the primary estimator for fit because it

allowed for more precise comparison.

Results

Complete energy balance describes measured data

To evaluate application of the energy balance in Eq. 2 to the

photocalorimetry data, predicted temperatures were com-

pared to temperatures measured in the vacuum apparatus.

Figure 3 compares photocalorimetric data with tempera-

tures predicted by fitting Eq. 2 using LAir in the cooling

portion of the curve and gQI in the heating portion of the

curve. Predicted values deviate positively from experi-

mental temperatures toward the tail of the cooling curve due

to a small decrease in the ambient temperature, TAmb, of the

room induced by the automatic operation of the HVAC

system. The sum-squared temperature error, r2, between

Eq. 2 and the experimentally measured data was 1.26 K2,

and the coefficient of determination, R2
2, was 0.998. Values

of characteristic heat transfer length, LAir, and effective

power input, gQI, that minimized the sum of squares of the

errors, r2, were 24.6 mm and 2.53 mW, respectively.

Fig. 3 Plasmon-resonant heating in a nanoparticle suspension due to

laser irradiation beginning at 30 s, followed by cooling when

irradiation is terminated at 350 s. Equation 2 was fit to experimental

data, minimizing the sum-squared temperature errors, r2, defined by

Eq. 6 in order to determine LAir and gQI. The sum-squared error was

1.26 K2, and the coefficient of determination was 0.998. Values of

LAir and gQI were 24.6 mm and 2.53 mW, respectively
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Eighteen temperature profiles similar to Fig. 3. from five

different photocalorimeter sample sets with nanoparticle

concentrations ranging from 46 to 920 g Au/m3 and char-

acteristic heat transfer lengths from 4.1 to 66.8 mm were

employed to examine applicability of Eq. 2. The heat

transfer length, LAir, in Eq. 2 that represents the charac-

teristic distance for conduction by air, was adjusted to fit

Eq. 2 to the cooling data. This accounted for deviations in

sample cell size and orientation between the five sample

sets. Standard deviations calculated from all replicates

within each set relative to the mean value of LAir were

B30%. By setting the fitted value of LAir constant during the

heating curve, values of effective power input, gQI, for the

eighteen profiles were obtained, ranging from 1.0 to

16.3 mW. Minimum and maximum values of sum-squared

error, r2, for comparing predicted vs. actual temperatures

across the entire data set were 1.1 and 7.9 K2, respectively,

with an average of 2.90 ± 2.48 K2 (one standard deviation).

These correspond to coefficients of determination, R2
2, from

0.982 to 0.998, with an average of 0.992 ± 0.007. Minimum

and maximum values of relative percent error, v2, in pre-

dicted temperature vs. actual temperature over the entire set

were -0.67 and 1.11%, respectively, with an average of

0.75 ± 0.22% for |v2|. These criteria suggest Eq. 2 ade-

quately describes transient thermal dynamics and steady-

state temperature equilibria for the photocalorimetry data.

As an example, the fit shown in Fig. 3 yielded a value of

LAir = 24.6 mm. The error associated with the change in

ambient temperature at the distal end of the cooling curve

comprises * 30% of the total error. Figure 4 shows the

relative percent error, v2, between measured temperature

and temperatures predicted by Eq. 2 for the data in Fig. 3.

Linearized model approximates complete energy

balance

We next assessed the degree to which the linear approxi-

mation accurately describes the complete energy balance as

a function of the physical dimensions of the system, LAir,

and the effective energy input to the system, gQI. Com-

paring the linearized model, Eq. 3, with the profile in

Fig. 3 resulted in a sum-squared temperature error, r3, of

1.27 K2, and a coefficient of determination, R3
2, of 0.998.

The sum of squares of the error is slightly higher than the

value of r2 = 1.26 K2 obtained using Eq. 2 and suggests

Eq. 3 describes the profile in Fig. 3 with comparable

accuracy. The profile generated using Eq. 3 employs the

optimum fDT of 0.8. The process used to determine the

optimum fDT value is described next.

The optimum fDT value was determined by performing

378 simulations of both Eqs. 2 and 3 for characteristic heat

transfer lengths, LAir, from 1.5 to 393.6 mm and effective

power inputs, gQI, from 11.4 to 102.1 mW. These values

produced temperature increases, DT, ranging from 3 to

77 �C. This span of simulated parameter values includes

the range of photocalorimeter LAir values (4.1–66.8 mm) as

well as values \� the minimum and [6 times the maxi-

mum of this range. Experimental gQI values produced in

the photocalorimeter ranged from 1.0 to 16.3 mW. The

simulated gQI range included the upper portion of these

values and extended it by a factor of over 6 times the

maximum. It was shown in the previous section that at

temperature increases\3 �C, as in Figs. 3 and 4, the error

between the Eqs. 2 and 3 is negligible.

We examined values of fDT from 0.5 to 1.0 to find an

optimum value that minimized v3. Figure 5 is a plot of the

absolute value of the maximum percent relative error, v3,

as a function of effective laser-power input, gQI, for fDT

values increasing from 0.5 to 1.0. The characteristic length,

LAir, in this calculation was 24.6 mm. The lowest values of

the absolute value of the maximum relative error, |v3|,

resulted at fDT = 0.8 as shown by the solid triangles. The

value of |v3| increased as fDT deviated from 0.8. The opti-

mum value of fDT = 0.8 provided the smallest absolute

value of the maximum relative percent error, |v3|, over this

broad range of parameters. Although introducing TEquil into

Eq. 4 by defining T0 as in Eq. 5 requires specifying TEquil in

advance (from data or simulation), the resulting linearized

form in Eq. 3 simplifies estimation of parameters from

experimental data and gives a minimum-error linear driv-

ing force approximation of heat transfer in plasmon-reso-

nant heating systems.

Next we assessed the accuracy of the linear model over the

entire of range of conduction lengths, LAir, and transduced

power inputs, gQI. Figure 6 shows the absolute value of the

maximum relative error, |v3| plotted as a function of LAir from

Fig. 4 A plot of the relative percent error, v2, between the full model,

Eq. 2, and the measured data from the photocalorimetry experiment

as seen in Fig. 3. The monotonic increase in error which begins at

500 s is due to a change in the ambient temperature, TAmb, caused by

the building’s automated HVAC system
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1.5 to 393.6 mm and gQI from 11.4 to 102.1 mW using

fDT = 0.8. This range of parameters included values used in

photocalorimetry experiments (4.1 B LAir B 66.8 mm,

1.0 B gQI B 16.3). Within this narrow range the maximum

|v3| was B1.5%. As air conduction length, LAir, decreases

below 3 mm, the error decreases monotonically to a negli-

gible amount as conduction approaches and ultimately

exceeds radiation as the predominant heat transfer mode. For

LAir B 3 mm, linearly approximating radiation results in

negligible error. For 3 \ LAir B 200 mm, the error of the

approximation is affected by both heat transfer length and

transduced power input. For LAir [ 200 mm, the maximum

relative error, v3, was essentially a function of only gQI.

Applying linear description to DNA hybridization

One application of generating heat by transducing laser light

via surface plasmons might be to thermally cycle nucleic

acid hybridization on a DNA sensor. Complementary DNA

strands are completely denatured at 95 �C, which is a 70 �C

increase from ambient conditions [11]. Complementary

DNA strands anneal without producing mismatch errors at

approximately 55 �C. A temperature change of 40 �C is

required to move from 55 to 95 �C during cycling. We

evaluated errors between temperatures predicted with Eqs. 2

and 3, respectively, for DT values of 40 and 70 �C. Equa-

tions 2 and 3 allowed for determination of the effective

power input required to achieve these DT values for a given

heat transfer length. From Eq. 2 we found that to attain these

equilibrium temperature changes required effective power

inputs of 51.6 and 102.1 mW for the 40 and 70 �C increases,

respectively. The simulations were performed with a char-

acteristic heat transfer length of 2.5 cm (about 1 in.) and the

errors associated with predicting a particular heating/cooling

curve with Eqs. 2 and 3 were evaluated with Eqs. 6 and 7.

Figure 7 shows heating/cooling curves obtained using

Eqs. 2 and 3 along with corresponding values of relative

percent error for DT = 40 �C (Fig. 7a, b) and DT = 70 �C

(Fig. 7c, d). Effective power input was initiated at t = 0 s

and terminated at t = 550 s. Maximum values of relative

percent error were -2.26% and -5.44% for DT = 40 and

70 �C, respectively. The sum of squares of the errors, r3, for

the 40 and 70 �C increases were 13.08 and 180.36 K2, and

coefficients of determination, R3
2, were 0.9999 and 0.9993,

Fig. 6 A plot of the absolute value of the maximum percent relative

error, |v3|, with respect to the transduced power input, gQI, and the

length of air conduction, LAir. For the experimental temperature data,

the transduced power input ranged from approx. 1.0–16.3 mW and

the LAir was between 4.1 and 66.8 mm. As seen in the plot the error

associated with this range was \1.5%

Fig. 7 A plot of the temperature profiles used to compare the linear,

Eq. 3, to the full model, Eq. 2, and their respective relative percent

differences, Eq. 7. Plots a and b are for the 40 �C temperature

increase. Plots c and d are for the 70 �C temperature increase. The

LAir for a–d was set to 24.6 mm and the transduced power input, gQI,

for a and b was 51.6 mW whereas for c and d it was 102.1 mW. The

sum of squares of the errors, r3, and coefficient of determination, R3
2,

was 13.08 K2 and 0.9999 for the 40 �C and 180.36 K2 and 0.9993 for

the 70 �C, respectively

Fig. 5 A plot of the absolute value of the maximum relative percent

error, |v3|, with respect to transduced power input to the sample cell,

gQI, and the fraction of temperature increase, fDT, at a standard

characteristic heat transfer length, LAir, of 24.6 mm. An fDT of 0.8

resulted in the smallest maximum error. The figure uses maximum v3

as found in Eq. 7 between the models, Eqs. 2 and 3
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respectively. The linear approximation underpredicts tem-

peratures from the complete energy balance as heating

begins and shortly after cooling begins when the charac-

teristic temperature T0, Eq. 5, inserted into the radiation term

in Eq. 4 exceeds the actual temperature and overemphasizes

effects of radiative heat loss. Similarly the linear approxi-

mation overpredicts equilibrium temperature during heating

because the characteristic temperature driving radiative heat

loss is about 20% smaller than the presumed equilibrium,

TEquil. Therefore at LAir = 24.6 mm and gQI = 51.6 and

102.1 mW, Eq. 3 could be successfully applied to DNA

hybridization-based sensors with relatively modest error.

Figure 6 shows that errors in characterizing DNA hybrid-

ization sensors at gQI = 51.6 and 102.1 mW will change as

the characteristic heat transfer dimension of the sensor

changes. Equations 2–4 indicate that equilibrium temperature

also changes for a given value of gQI as LAir changes. For

example, decreasing LAir to 1.5 mm at gQI = 51.6 mW

yields a DT = 13.6 �C with a maximum |v3| = 0.15%. At

gQI = 102.1 mW a DT = 26.5 �C is obtained with a maxi-

mum |v3| = 0.37%. Increasing LAir to 393.6 mm at gQI =

51.6 mW yields a DT = 44.8 �C with a maximum |v3| =

3.13%. At gQI = 102.1 mW, DT = 76.6 �C is observed

along with a maximum |v3| = 7.16%. Equations 2–7 can be

applied to quantitate the accuracy of linearizing the overall

energy balance in order to simplify data interpretation and

analysis in a variety of microfluidic or lab-on-chip devices.

Conclusion

A continuum energy balance accurately describes thermal

dynamics of plasmon resonant nanoparticle suspensions

with heat transfer lengths from 4.1 to 66.8 mm that are

irradiated by effective resonant light intensities between 1.0

and 16.3 mW to yield steady-state equilibrium temperature

increases up to 10.6 �C. Sum-squared temperature errors in

this range vary from 1.1 to 7.9 K2 with an average value of

2.90 ± 2.48 K2 (N = 18). Coefficients of determination,

R2
2, vary from 0.982 to 0.988 with an average value of

0.992 ± 0.007. Relative percent errors in temperature vary

across the same range from -0.67 to 1.11%, with the

absolute values averaging 0.75 ± 0.22% (N = 18). Para-

metric analysis of experimental data using the energy bal-

ance is simplified by introducing a characteristic

temperature into a linear driving force approximation for

radiative heat transfer. The characteristic temperature was

defined in terms of a fractional approach to equilibrium. An

optimum value of 0.8 for the fractional approach minimized

maximum percent relative error to values B7.16% over a

range of heat transfer lengths from 1.5 to 393.6 mm and a

range of effective laser intensities from 11.4 to 102.1 mW

that gave temperature increases from 3.0 to 76.6 �C.

The continuum energy balance and its linearized

approximation were used to describe heating and cooling

curves in plasmon-resonant DNA-hybridization sensors for

temperature increases of 40 and 70 �C, respectively. Com-

paring the linearized and complete expressions gave maxi-

mum percent relative errors of -2.26% for the 40 �C

increase and -5.44% for the 70 �C increase. Based on an

analysis of photocalorimetric data it appears these expres-

sions will be useful to describe and predict thermal dynamics

and steady-state equilibrium temperatures in plasmon-res-

onant sensors, actuators and calorimeters across a wide

range of geometries and operating conditions and will have

application to microfluidic devices and lab-on-chips.
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